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Data-driven Methods Demonstrated a Clear Impact

5investors.exscientia.ai/press-releases/ https://insilico.com/phase1 ir.recursion.com

https://investors.exscientia.ai/press-releases/press-release-details/2021/exscientia-announces-first-ai-designed-immuno-oncology-drug-to-enter-clinical-trials/Default.aspx
https://insilico.com/phase1
https://ir.recursion.com/2021-10-07-Recursion-is-Granted-FDA-Fast-Track-Designation-for-REC-2282-for-the-Potential-Treatment-of-NF2-Mutated-Meningiomas
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Therapeutics Data Commons
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Website: https://tdcommons.ai (or QR code)
Paper: https://arxiv.org/abs/2102.09548

Github: https://github.com/mims-harvard/TDC

Biomedical 
scientists

AI/ML
scientists

Identify meaningful 
tasks and datasets

Design
AI/ML methods

Facilitate algorithmic and scientific advance 
in therapeutics



Wide Range of Therapeutic Modalities and Pipeline
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Three-Tier Design
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Tox

Yields

PPI

Reaction

MolGen

PairMolGen

RetroSyn



Unified, Light-weighted and User-friendly
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3 Lines of Code
The core TDC library uses minimum packages thus is installed 
hassle-free. Data loaders are simplified so that you can get 
access to ML-ready datasets within only 3 lines of code.



TDC has more than Datasets

• Ecosystem of tools, leaderboards, and community resources, including data 
functions, strategies for systematic model evaluation, meaningful data splits, data 
processors, and molecule generation oracles
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Synthesizability
Diversity
Novelty

Top Docking Score
% Pass Mol Filters

AUPRC
AUROC

MSE
…

TDC benchmark provides a dataset, a dataset split, and performance 
metrics to evaluate AI/ML models

TDC.BenchmarkGroup
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Loading TDC 
benchmark class

Get ML-ready
train/val/test data

Return ready to 
submit metrics

Train your model

https://tdcommons.ai/
benchmark/overview/



Benchmarks and Leaderboards

• Scaffold split
• No single method has the best performance across the board!
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Table 1: Leaderboard on the TDC ADMET Benchmark Group. Average and standard deviation across five runs are reported. Arrows (", #)
indicate the direction of better performance. The best method is bolded and the second best is underlined.

Raw Feature Type Expert-Curated Methods SMILES Molecular Graph-Based Methods (state-of-the-Art in ML)

Dataset Metric Morgan [31] RDKit2D [24] CNN [18] NeuralFP [7] GCN [23] AttentiveFP [43] AttrMasking [16] ContextPred [16]

# Params. 1477K 633K 227K 480K 192K 301K 2067K 2067K

TDC.Caco2 (#) MAE 0.908±0.060 0.393±0.024 0.446±0.036 0.530±0.102 0.599±0.104 0.401±0.032 0.546±0.052 0.502±0.036
TDC.HIA (") AUROC 0.807±0.072 0.972±0.008 0.869±0.026 0.943±0.014 0.936±0.024 0.974±0.007 0.978±0.006 0.975±0.004
TDC.Pgp (") AUROC 0.880±0.006 0.918±0.007 0.908±0.012 0.902±0.020 0.895±0.021 0.892±0.012 0.929±0.006 0.923±0.005
TDC.Bioav (") AUROC 0.581±0.086 0.672±0.021 0.613±0.013 0.632±0.036 0.566±0.115 0.632±0.039 0.577±0.087 0.671±0.026
TDC.Lipo (#) MAE 0.701±0.009 0.574±0.017 0.743±0.020 0.563±0.023 0.541±0.011 0.572±0.007 0.547±0.024 0.535±0.012

TDC.AqSol (#) MAE 1.203±0.019 0.827±0.047 1.023±0.023 0.947±0.016 0.907±0.020 0.776±0.008 1.026±0.020 1.040±0.045

TDC.BBB (") AUROC 0.823±0.015 0.889±0.016 0.781±0.030 0.836±0.009 0.842±0.016 0.855±0.011 0.892±0.012 0.897±0.004

TDC.PPBR (#) MAE 12.848±0.362 9.994±0.319 11.106±0.358 9.292±0.384 10.194±0.373 9.373±0.335 10.075±0.202 9.445±0.224
TDC.VD (") Spearman 0.493±0.011 0.561±0.025 0.226±0.114 0.258±0.162 0.457±0.050 0.241±0.145 0.559±0.019 0.485±0.092

TDC.CYP2D6-I (") AUPRC 0.587±0.011 0.616±0.007 0.544±0.053 0.627±0.009 0.616±0.020 0.646±0.014 0.721±0.009 0.739±0.005

TDC.CYP3A4-I (") AUPRC 0.827±0.009 0.829±0.007 0.821±0.003 0.849±0.004 0.840±0.010 0.851±0.006 0.902±0.002 0.904±0.002

TDC.CYP2C9-I (") AUPRC 0.715±0.004 0.742±0.006 0.713±0.006 0.739±0.010 0.735±0.004 0.749±0.004 0.829±0.003 0.839±0.003

TDC.CYP2D6-S (") AUPRC 0.671±0.066 0.677±0.047 0.485±0.037 0.572±0.062 0.617±0.039 0.574±0.030 0.704±0.028 0.736±0.024

TDC.CYP3A4-S (") AUROC 0.633±0.013 0.639±0.012 0.662±0.031 0.578±0.020 0.590±0.023 0.576±0.025 0.582±0.021 0.609±0.025
TDC.CYP2C9-S (") AUPRC 0.380±0.015 0.360±0.040 0.367±0.059 0.359±0.059 0.344±0.051 0.375±0.032 0.381±0.045 0.392±0.026

TDC.Half_Life (") Spearman 0.329±0.083 0.184±0.111 0.038±0.138 0.177±0.165 0.239±0.100 0.085±0.068 0.151±0.068 0.129±0.114
TDC.CL-Micro (") Spearman 0.492±0.020 0.586±0.014 0.252±0.116 0.529±0.015 0.532±0.033 0.365±0.055 0.585±0.034 0.578±0.007
TDC.CL-Hepa (") Spearman 0.272±0.068 0.382±0.007 0.235±0.021 0.401±0.037 0.366±0.063 0.289±0.022 0.413±0.028 0.439±0.026

TDC.hERG (") AUROC 0.736±0.023 0.841±0.020 0.754±0.037 0.722±0.034 0.738±0.038 0.825±0.007 0.778±0.046 0.756±0.023
TDC.AMES (") AUROC 0.794±0.008 0.823±0.011 0.776±0.015 0.823±0.006 0.818±0.010 0.814±0.008 0.842±0.008 0.837±0.009
TDC.DILI (") AUROC 0.832±0.021 0.875±0.019 0.792±0.016 0.851±0.026 0.859±0.033 0.886±0.015 0.919±0.008 0.861±0.018
TDC.LD50 (#) MAE 0.649±0.019 0.678±0.003 0.675±0.011 0.667±0.020 0.649±0.026 0.678±0.012 0.685±0.025 0.669±0.030

2 TDC Molecular Machine Learning Benchmarks

2.1 ADMET Benchmark Group for Molecular Regression and Classification

Motivation. A small-molecule drug needs to travel from the site of administration (e.g., oral) to the
site of action (e.g., a tissue) and then decomposes, exits the body. Therefore, the chemical is required
to have numerous ideal absorption, distribution, metabolism, excretion, and toxicity (ADMET)
properties [38]. An early and accurate ADMET profiling during the discovery stage is an essential
condition for the successful development of a small-molecule candidate.

Experimental setup. We leverage 22 ADMET datasets included in TDC that include endpoints
widely used in the pharmaceutical companies. In real-world discovery, the drug structures of interest
evolve. Thus, we adopt scaffold split to simulate this distant effect. Data are split into 7:1:2
train:validation:test where train and validation set are shuffled five times to create five random
runs. We use AUROC and AUPRC for binary classification, MAE and Spearman correlation for
regression task. For baselines, we use Morgan fingerprint [31], RDKit2D [24], CNN on SMILES
strings [18], NeuralFP [7], GCN [23], AttentiveFP [43], and two GNNs pretrained with AttMasking
and ContextPred. Details can be found in Appendix A.

Results. Results are shown in Table 1. Overall, we find that pretraining GIN (Graph Isomorphism
Network) [44] with context prediction has the best performances in 8 endpoints, attribute masking
has the best ones in 5 endpoints. Expert-curated descriptor RDKit2D also has five endpoints that
achieve the best results, while SMILES-based CNN has one best-performing one. Our systematic
evaluation yield three key findings. First, the ML SOTA models do not work well consistently for
these novel realistic endpoints. In some cases, methods based on learned features are worse than
the efficient domain features. This gap highlights the necessity for realistic benchmarking. Second,
performances vary across feature types given different endpoints. For example, in TDC.CYP3A4-

S, the SMILES-based CNN is 8.7%-14.9% better than the graph-based methods. Third, the best
performing methods use pretraining strategies, highlighting an exciting avenue in recent advances in
self-supervised learning to the biomedical setting.

2.2 Drug-target Interaction Benchmark for Molecular Interaction Prediction

Motivation. Drug-target interactions (DTI) characterize the binding of compounds to disease targets.
Recent ML models have shown strong performances in DTI prediction [18], but they adopt a random
dataset splitting that cannot evaluate the performance of the models on novel targets or a novel class
of compounds for known targets. As compounds and targets shift over the years, it requires a DTI ML
model to achieve consistent performances to the subtle domain shifts along the temporal dimension.

Experimental setup. We use DTIs in TDC.BindingDB that have patent information. Specifically,
we formulate each domain consisting of DTIs that are patented in a specific year. We test various
domain generalization methods to predict out-of-distribution DTIs in 2019-2021 after training on
2013-2018 DTIs, simulating the realistic scenario. We use the popular deep learning based DTI
model DeepDTA [27] as the backbone of any domain generalization algorithms. The evaluation
metric is pearson correlation coefficient (PCC). Validation set selection is crucial for a fair domain
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TDC Serves the Whole Lifecycle
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And Innovation!
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. . .

Not just a low-code 
implementation of existing models!



More Coming Soon

• 3D pocket molecule generation datasets.
• 3D representation convertor
• Protein representation with Graphein
• ..….
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Protein graphs representationPocket-based 3D molecular generation



Slack Channel for Users
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#new-member: introduce and connect
#announce: update from TDC team
#feature-request: discuss new features
#job-posting: sharing relevant positions

tinyurl.com/tdc-slack
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TDC is an Open Science Initiative! https://tdcommons.ai

• We welcome contributions from valuable therapeutic problems posing 
to data deposit and adding functions.

Kexin Huang Tianfan Fu

Wenhao Gao Marinka Zitnik


